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Is Cloud Exit a trend?
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Cloud Exit is indeed a reality
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Cloud Exit highs and lows

● A: “We have 90% of instances in only four AWS 
regions”

● B: “Let’s build four PoPs / data centers in similar 
locations. What can go wrong?”

● A: “We had VPC peerings and transit gateways to 
link the micro-services.”

● B: “No problem, we just build fully-meshed IPsec 
tunnels between the on-prem sites. We could use a 
few OpnSense VMs for that. It will be fine...”
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Apps may not like it...
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What can go wrong? Part 1

● Proxmox cluster split to multiple DCs
● Proxmox uses Corosync for “membership 

management”
● Aggressive timeouts (1s) in Totem protocol

● Suspected network issues needs a debugging tool
● fping? hping3?
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Part 1 happy end

● fping = ICMP ≠ TCP/UDP
● hping3 can do UDP
● Data science tools :-)

● https://github.com/
tmshlvck/udpsmoke
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WCGW2: Fun with apps in K8s
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Fun with apps in K8s – problem found?

root@zh1-dll15:/var/log# grep buffer syslog.1
Jan 17 16:06:50 zh1-dll15 kernel: [512287.300913] bnxt_en 
0000:a1:00.1 ens2f1np1: RX buffer error d370004
Jan 17 16:06:50 zh1-dll15 kernel: [512287.300915] bnxt_en 
0000:a1:00.1 ens2f1np1: RX buffer error d370004
Jan 17 16:06:50 zh1-dll15 kernel: [512287.300923] bnxt_en 
0000:a1:00.1 ens2f1np1: RX buffer error d370004
Jan 17 16:06:50 zh1-dll15 kernel: [512287.300935] bnxt_en 
0000:a1:00.1 ens2f1np1: RX buffer error d370004
...
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Continuous (high-frequency) monitoring

● gRPC based Telemetry
● SNMP :-)
● Icinga2
● SmokePing
● Prometheus Blackbox 

Exporter
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Meet Telephant in the room

● Continuous high-frequency mesh probing
● Prometheus exporter
● YAML traces  Publish to web and share URL only→
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Continuous high-frequency monitoring
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What can go wrong – part 3: MTU issues

● UDP ping
● Easy to extend
● Extensive traces

● Rename: Telephant
● Prometheus 

exporter
● YAML traces upload

https://github.com/tmshlv
ck/telephant

https://github.com/tmshlvck/telephant
https://github.com/tmshlvck/telephant
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What can go wrong – part 3: MTU issues

● DS-lite (CH)
● v4 works @ 1412B

● fails @ 1413B data
● + 20B Telephant header
● + 8B UDP header
● +20B IPv4 header
● +40B IPv6 header

= 1501B

https://www.telephant.eu/repor
t?showreport=16

https://www.telephant.eu/report?showreport=16
https://www.telephant.eu/report?showreport=16
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Telephant Web

● https://telephant.eu

● Report is static once uploaded
● Report has meta-data  searchable→
● List of SRC and DST IPs included
● ping & traceroute to all targets
● “RRD”-style compressed stats
● 15s (24 hrs) + 5m (30 days) time 

series

● Aiming to provide a new debugging 
tool

● Simplify/standardize issue 
reporting

https://telephant.eu/
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Questions???
Input!

Thank you!
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